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Abstract 
 
Image Processing is a very vital technology in the modern age, with far fetched              
applications in all sectors like Healthcare, Military, Cinema, Photography,         
Engineering, etc. Often images get distorted and degraded. It is of prime interest             
to analyse these images and attempt to reconstruct and restore then. Blur, a type              
of distortion, can occur in images due to optical defocusing, camera shake or             
relative motion between camera and object. Due to varying object distances for a             
constant focal length of a camera lens, different parts of the image can be blurred               
with different intensities. This is a problem of non-uniform blur in images, also             
referred to as spatially variant blur. Similarly, when a camera shakes, different            
parts of the image have moved in different directions with different amounts. If we              
know the blur kernel at every pixel, we can deblur the image with a better               
accuracy. This project tries to estimate the blur kernel of a blurred image (motion              
and defocus) at patch-level of 32x32 in original images. This project is modelled             
as a classification problem[1] with finite classes that are labeled as different            
kernels. We use Convolutional Neural Networks and the deep learning          
methodology to predict the blur kernel using a softmax criterion.  
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1    Introduction 
 
Digital Images that are captured by a camera often come out blurry and noisy. This can happen due to                   
many factors like camera shake during exposure, movement of objects in the scene in long exposure                
timings, inaccurate focal length adjustment of the lens, etc. Removing the effect of these disturbances               
from images has long been an important research topic in computer vision and image processing. The                
blurred image can be modelled by: 
 

G(x,y) = h(x,y) * F(x,y) + n(x,y) 
 
where h represents the Blur Kernel (spatially invariant) that causes the image to get distorted, and n                 
represents white gaussian noise.  
 
Deblurring blurred images to obtain sharper images and restoring its features has wide applications in               
medical imaging, video conferencing, space exploration, x-ray imaging, cinema, and every other            
engineering discipline. 
 
The goal of image deblurring is to recover the sharp image F given its blurry observation G. One method                   
for deblurring is to use blind deconvolution, but this is a severely under-constrained problem since there                
are more unknowns than available measurements. For a blurry image G, there are infinitely many pairs of                 
h and F that satisfy. Blind Deconvolution algorithms use iterative methods like maximum a posteriori               
estimation and expectation-maximization algorithms. These are used to estimate a good blur kernel (Point              
Spread Function). 
 
However, in a practical scenario where the motion of the object, or the camera jitter is not linear, the                   
motion blur experienced at different parts of the image will be different and will have a unique blur kernel                   
at every pixel. For defocused images, when the camera tries to capture a 3-D scene onto a 2-D screen,                   
objects that are out of focus will appear blurred. All of these are an example of Non-Uniform Blur that                   
have spatially varying blur kernel. Therefore it is important to deblur parts of the image individually and                 
reconstruct the entire image, as the blur kernel is varying from pixel to pixel.  
 
There have been many non-uniform deblurring techniques [3][4][5] over the years. Blur kernels can also be                
estimated by looking at image statistics[2], the blur spectrum[6], or with a learning approach using               
hand-crafted features[9]. Other techniques like[10][11] jointly estimate the sharp image and blur kernels using              
a sparsity prior.  
 
In this project we use try to estimate the blur kernel for the spatially blurred images for optical gaussian                   
blur using Deep Learning similar to the solution proposed by Sun et. al.[1]. The task of blur kernel                  
estimation is modelled as a mutli-class classification problem.  
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2    Aim and Approach 
 
The aim of this thesis is to develop a model for estimating the blur kernels using Convolutional Neural                  
Networks (CNNs), and an optimal classifier to estimate the blur kernel at each patch/pixel. We start with                 
estimating the kernel value at each 32x32 patch. After obtaining the predicted sigma map for the the                 
blurred images, we may apply a smooth function to correct the transitions. However this smoothing               
doesn’t work that well for natural images. 
 

3    Implementation 
 

3.1    Dataset 
Since we want to train our model to learn the different blur intensities, we need a dataset of sharp images                    
that are not blurred from before. This is achieved by selecting the Brodatz Textured dataset that is sharp                  
and contains 112 grayscale images. As some of the images have blank spaces of size greater than                 
32x32, we remove them out. We choose only 80 images of the Brodatz dataset. Each image is blurred                  
using a sigma value from [0.3, 0.6, 0.9, 1.2, 1.5, 1.8, 2.1, 2.4, 2.7, 3.0] globally, using imgaussfilt(I,sigma)                  
function in MATLAB.  
 
Non overlapping patches of 32x32 are sampled from these images, that are used to train a Convolutional                 
Neural Network with 10 classes [1, 2, … 10] that correspond to sigma [0.3, 0.6, … , 3.0] respectively.  
 

Some textures from the Brodatz dataset 
 

3.2    Framework 
The neural networks were implemented on Torch, a scientific computing framework with wide support for               
machine learning algorithms. Computation was accelerated using GPUs from Nvidia.  
 

3.3    Network Architecture 
We used a pre trained CNN i.e. LeNet[7] trained on MNIST data to finetune our model. As the number of                    
layers proved to be insufficient to learn the dataset, we add more layers to the net. We ended up with 8                     
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Convolutional layers and 4 Fully Connected Layers. This network has 3.27 Million parametes. We choose               
a shallow net over a large network like AlexNet[8] because it would unnecessarily overfit. 

 
  

4    Work Progress 
 

4.1    Results 
The model of 3 Million parameters was able to learn upto 98% training accuracy but performed bad on the                   
test dataset at 50% accuracy. It performed poor on the validation dataset consistently stagnated at 45%.                
By increasing the generalizing and introducing dropouts[12] and batch norm[13] layers for reducing overfit,              
the training time increased tremendously. We decided to adopt larger convolution kernels and more              
layers. The larger network had 5 Million parameters and 1.5 longer. This too converged fast and up to                  
100% accuracy. It however failed on the sigma map generation. We conclude that larger nets are able to                  
largely overfit the data and shallower nets can achieve the purpose more efficiently. 
 

4.2    Evaluation on Textured images 
 
On evaluation on ramp and sin blurred images, we see better results with finer quantizations. Hence, we                 
move on with 30 classes.  
 

4.2.1    Ramp Blurred 
 

  
Blurred Image                                     Ground Truth 
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Model with 10 classes: 

 
MSE: 0.0552 | RMSE: 0.2350 

 
Model with 30 classes: 

 
 
 

MSE: 0.0270 | RMSE: 0.1645 
 
The coarse predictions can be smoothed using the smooth function in MATLAB that averages along the 
gradient of the image. This can give good results only for ramp blurred images and performs poorly on 
natural images.  

 
 
 

MSE: 1.3506e-08 | RMSE: 1.1621e-04 
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4.2.2    Sin Blurred 
 

 
 

Blurred Image                                  Ground Truth 

 
Before Smoothing: 

MSE: 0.0397 | RMSE: 0.1991 
 
After Smoothing: 

MSE: 0.0177 | RMSE: 0.1331  
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4.3    Evaluation on Text Images 
 
The model performs well on text images for different sin blurs in both x and y axes. We observe that for                     
white backgrounds, the model predicts it as having large sigma.  
 
Example 1: 

 
 
Example 2: 
 

 
 
 

4.4    Evaluation on Natural Images with defocused background 
We see that the model is able to coarsely predict the sigma map. Since the evaluation is done patchwise,                   
we lose the sharpness of the images. Hence, object boundaries are lost. 
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4.5    Evaluation on Natural Images with defocused foreground 
 
The model is able to quantify the blur of the defocused foreground. However we will not be able to                   
distinguish between the defocused foreground (fences) and far background (sky).  
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5    Conclusion 
We can see that using a CNN, we are able to coarsely predict the sigma map of a space variantly blurred                     
image. This can act as an initial estimate in deblurring the blurred image. As this is modelled as a                   
classification problem, the resolution of sigma is 0.1. This is not too low, as a mismatch of sigma value of                    
0.1 can introduce ringing effects while deblurring. This coarse prediction can be smoothened using a               
moving average filter to produce more continuous results. One may use Markov Random Fields for               
correcting.  
 
Ideally Blur Kernel Estimation is a regression problem. In the future, we will be trying to estimate the Blur                   
Kernel Value using Fully Convolutional Networks. 
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